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Fig. 1. We prove that moment-based bounds are differentiable. This enables various applications of approximate methods from real-time graphics in

differentiable rendering: we show differentiable transmittance mapping (“TM-𝑛”) akin to volumetric shadow mapping and differentiable shadow mapping for

triangle meshes. The suggested moment-based techniques (e.g.Moment ShadowMapping), are more principled, more accurate, and similarly efficient as

existing approaches (e.g. Variance ShadowMapping). The (forward) derivatives show the effect of moving the directional light source.

All rendering methods aim at striking a balance between realism and effi-

ciency. This is particularly relevant for differentiable rendering, where the

additional aspect of differentiablity w.r.t. scene parameters causes increased

computational complexity while, on the other hand, in the common applica-

tion of inverse rendering, the diverse effects of real image formation must

be faithfully reproduced. An important effect in rendering is the attenuation

of light as it travels through different media (visibility, shadows, transmit-

tance, transparency). This can be modeled as an integral over non-negative

functions and has been successfully approximated in forward rendering

by so-called moments. We show that moment-based approximations are

differentiable in the parameters defining the moments, and that this leads

to efficient and practical methods for inverse rendering. In particular, we

demonstrate the method at the examples of shadow mapping and visibility

in volume rendering, leading to approximations that are similar in efficiency

to existing ad-hoc techniques while being significantly more accurate.
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1 INTRODUCTION

Differentiable renderers are an integral part of solutions to inverse

rendering problems – problems in which information about a scene

is recovered solely from images. If the observations are captured

from the real world, one strives for a differentiable renderer that is

capable of reproducing the various effects of physical light trans-

port. As in forward rendering, the accuracy of these sophisticated

rendering systems comes at the price of efficiency.

The complete picture shows that most applications require a

differentiable renderer that strikes a good balance between accuracy

and efficiency. Countless approximations from real-time graphics

have been adopted in the inverse setting and form the foundation

of practical differentiable rendering systems in 3D vision, graphics,

and machine learning.

Many of these techniques are trivially differentiable and can be

readily transferred, such as approximations for image-based light-

ing [Munkberg et al. 2022], shading models [Gao et al. 2022; Zhang

et al. 2021], or texture mapping [Laine et al. 2020]. For other tech-

niques, this is less obvious and naturally leads to the question: which

rendering approximations are differentiable?

In this work, we seek an answer to the question for a family of ap-

proximations that bound measures, which, in the simplest case, can

be understood as non-negative, non-decreasing functions. Various
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problems in graphics can be cast in this framework, most notably, the

visibility between a light and a point in the scene, which, arguably,

is the most important information for the effect of the light source

on the rendered image. Ignoring the visibility in inverse settings

is acceptable only in very restrictive setups (e.g. with co-located

camera and light [Luan et al. 2021; Zhang et al. 2022]).

Bounds tomeasures have previously been studied for approximate

rendering using the theory of moments [Münstermann et al. 2018;

Peters and Klein 2015; Peters et al. 2019] (Section 3).

Computing moment-based approximations, e.g. for visibility, is,

compared to other approximate rendering techniques, quite involved

such that differentiability is not apparent. Additionally, the represen-

tation has singularities, which could not only represent discontinu-

ity points but evaluating the bound in their vicinity is numerically

challenging. We prove that the bounds to measures derived from

power moments are continuously differentiable (Section 4).

The study of differentiability reveals the behavior of the bound

and its derivatives near singularities, which leads to an efficient and

robust implementation of differentiable moment bounds (Section 5).

The proof justifies using various moment-based approximations

in differentiable rendering (Section 6): for differentiable shadow

mapping (Section 6.1), we use Moment Shadow Mapping [Peters

and Klein 2015], which generalizes existing differentiable shadow

mapping techniques [Donnelly and Lauritzen 2006; Worchel and

Alexa 2023], and show that it is an efficient and more accurate

approach. For differentiable visibility in volume rendering (Sec-

tion 6.2), we use classical work on moment-based transmittance

estimation [Münstermann et al. 2018; Peters et al. 2016] and show

that even the lowest quality approximation is as fast as existing

ad-hoc approximations while being significantly more accurate.

We conclude with limitations and future avenues (Section 7).

2 RELATED WORK

The techniques presented in our applications (Section 6) are re-

lated to approaches in vision and graphics, and contribute to the

current state of the field. We, however, delay the discussion to the

appropriate sections and take a more general perspective here.

Moment-based Bounds in Graphics. The study of moments dates

back at least to the 19th century. For brevity, we will limit our

discussion to moment-based bounds with a focus on graphics.

Moment-based approximations were introduced to graphics by

Donelly and Lauritzen [2006] for real-time shadowmapping, with ex-

tensions explored by Salvi [2008] and introduced in the general form

by Peters and Klein [2015] with Moment Shadow Mapping. Their

main algorithm computes bounds from four power moments and

is derived from the conditions in the classical literature [Akhiezer

1965; Akhiezer and Kreı̆n 1962; Kreı̆n and Nudel’man 1977].

Later, moment-based bounds have been used for different approx-

imations in graphics, including estimating volume transmittance

for shadows [Peters et al. 2016] or for order-independent trans-

parency [Münstermann et al. 2018; Sharpe 2018].

Our work extends this line to the differentiable setting: to the

best of our knowledge, we are the first to show that the lower and

upper bounds, as stated by Tari [2005] for the infinite case, are con-

tinuously differentiable functions in all parameters. Our proof is a

generalization of the result by Worchel and Alexa [2023], who con-

sider the special case of Variance Shadow Mapping [Donnelly and

Lauritzen 2006]. It follows that manymoment-based approximations

can be directly combined with differentiable rendering.

Differentiable Rendering and Approximations. Physically-based

differentiable rendering simulates light transport [Jakob et al. 2022b;

Li et al. 2018; Nimier-David et al. 2019; Zhang et al. 2020], which,

despite significant advances in efficiency [Jakob et al. 2022a; Nimier-

David et al. 2020; Vicini et al. 2021], still does notmatch the efficiency

of differentiable rasterization [Laine et al. 2020; Liu et al. 2019].

In practice, differentiable rendering is often combined with ap-

proximations, for illumination [Hasselgren et al. 2022; Munkberg

et al. 2022], materials [Gao et al. 2022; Zhang et al. 2021], visibil-

ity [Yang et al. 2022], or even by modeling light transport entirely

with neural networks [Worchel et al. 2022; Yariv et al. 2020].

Our work contributes to approximate differentiable rendering in

two ways. First, by proving the differentiability of moment-based

bounds, which underly a family of approximate rendering tech-

niques, we justify their usage in the differentiable setting. Second,

as an immediate consequence, we show that these techniques im-

prove over previous methods in two applications, differentiable

shadow mapping and differentiable transmittance approximation.

Forward rendering systems have been transformed to differen-

tiable variants using differentiable shading languages [Bangaru et al.

2023] or stochastic gradient estimates [Deliot et al. 2024]. The burden

of investigating approximate rendering techniques for differentiabil-

ity, however, remains because applying automatic differentiation to

a function does not necessarily lead to useful gradients: the prime

example in differentiable rendering is discontinuous visibility.

3 BOUNDING MEASURES WITH MOMENTS

Given a non-negative function 𝑓 (𝑧) on R with

∫ ∞
−∞ 𝑓 (𝑧) d𝑧 > 0. We

are interested in the integral

𝐹 (𝑥) =
∫ 𝑥

−∞
𝑓 (𝑧) d𝑧, (1)

which is non-negative and non-decreasing. For example, we may

encounter such integrals in volume rendering, as part of the trans-

mittance, where 𝑓 is the attenuation coefficient along a ray

𝑇 (𝑥) = exp

(
− 𝐹 (𝑥)

)
= exp

(
−
∫ 𝑥

0

𝑓 (𝑧) d𝑧
)
, (2)

and the lower limit is adjusted to 0, assuming zero attenuation in

the negative ray direction. Now, consider the following task: from

𝑓 derive a compact representation, i.e., a small set of scalar values,

from which the measure 𝐹 (𝑥) can be approximated. A practical

motivation could be efficiency, if the transmittance is repeatedly

evaluated at different points, given that the approximation can be

evaluated faster than the integral.

This task may be approached using different classical techniques,

including the representation of 𝐹 or 𝑓 in a (polynomial) function

space. For many techniques, it is unclear how the essential proper-

ties of 𝑓 (non-negative) or 𝐹 (non-decreasing) could be preserved:

transmittance ranges from 0 to 1, but approximations could yield

values beyond 1 (approximation of 𝐹 is negative) or decrease along
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the ray. This causes (visual) artifacts in the best case but generally

leads to undefined behavior as assumptions about 𝑇 do not hold.

A suitable tool for studying and approximating integrals of non-

negative functions is the theory ofmoments. Consider a non-decreasing

measure 𝜇 (𝑥)1 and the Riemann-Stieltjes integral

𝑚𝑖 =

∫ ∞

−∞
𝑧𝑖 d𝜇 (𝑧), 0 ≤ 𝑖 ≤ 𝑛. (3)

Characterizing, and in particular, recovering 𝜇 from the power mo-

ments𝑚𝑖 is known as themoment problem. Specifically, the instance

considering a finite set of moments and the real line is known as

the truncated Hamburger moment problem. The measure 𝜇 (𝑥) cor-
responds to 𝐹 (𝑥) from above but this form is more general, as it

includes measures that do not admit a representation with a function

𝑓 , such as the step function.

In general, a measure cannot be uniquely determined from a finite

set of moments because different measures can generate the same

moments. Yet, it is possible to generate lower and upper bounds for

the set of measures that are representations
2
of the given moments:

𝐿(𝑥) = inf

{
𝜇 (𝑥)

���𝑚𝑖 = ∫ ∞

−∞
𝑧𝑖 d𝜇 (𝑧)

}
(Lower bound)

𝑈 (𝑥) = sup

{
𝜇 (𝑥)

���𝑚𝑖 = ∫ ∞

−∞
𝑧𝑖 d𝜇 (𝑧)

}
. (Upper bound)

(4)

Quite surprisingly, these bounds can be efficiently computed under

mild assumptions on the moments [Tari et al. 2005] and in graphics

they have been used in efficient methods for shadow mapping [Pe-

ters and Klein 2015; Peters et al. 2016] and order-independent trans-

parency [Münstermann et al. 2018]. We only consider even orders

2𝑛, i.e., an odd number of moments𝑚0,𝑚1, . . . ,𝑚2𝑛 for 𝑛 > 0.

3.1 A Geometric Perspective and General Observations

We think it is helpful to introduce an intuitive, geometric perspective

on moment-based bounds. Consider the following curve in R2𝑛+1

u(𝑡) =
(
1 𝑡 𝑡2 . . . 𝑡2𝑛

)⊤
, −∞ < 𝑡 < ∞, (5)

in the affine hyperplane (1 0 0 . . . 0)⊤x = 1. Using u(𝑡), the
integral in Equation (3) can be re-written in vector notation as

m =

∫ ∞

−∞
u(𝑧) d𝜇 (𝑧), (6)

so the moment sequence is a point in R2𝑛+1

m =
(
𝑚0 𝑚1 . . . 𝑚2𝑛

)⊤
. (7)

If 𝜇 is viewed as a measure of physical mass distributed along

the curve, normalized such that the total mass is

∫ ∞
−∞ d𝜇 (𝑧) =

𝑚0 = 1, then the point m is simply the center of mass. More gen-

erally, the set of moments to all non-decreasing measures is the

convex hull of the curve u(𝑡) [Riesz 1911]. The inset visualizes a

m

u(t) Mass d (t)
mass distribution on the curve of order two u(𝑡) =(
1 𝑡 𝑡2

)⊤
. If the requirement of normalized

distributions is dropped, the set of moments is the

cone formed by the rays from the origin through

the convex hull of the curve – the conic hull of

u [Kreı̆n and Nudel’man 1977, Theorem 3.4, p.15].

1
This definition of “measure” follows the conventions by Kreı̆n and Nudel’man [1977].

2
A measure 𝜇 is a “representation” of a moment vector m if it fulfills Equation (6).

A central observation in the theory of moments is that integrals

of polynomials are exactly expressible in the moments m for any

measure 𝜇 that is a representation of them. Given a polynomial

𝑝 (𝑥) = ∑𝑘
𝑖=0

𝑎𝑖𝑥
𝑖
, with 𝑘 ≤ 2𝑛, its integral is∫ ∞

−∞
𝑝 (𝑥) d𝜇 (𝑥) =

∫ ∞

−∞

𝑘∑︁
𝑖=0

𝑎𝑖𝑥
𝑖
d𝜇 (𝑥) =

𝑘∑︁
𝑖=0

𝑎𝑖𝑚𝑖 . (8)

For a moment sequence m = (𝑚0, . . . ,𝑚2𝑛) and a vector of polyno-

mial coefficients a = (𝑎0, . . . , 𝑎2𝑛), 𝑎 𝑗>𝑘 = 0 the operator

𝔖m{𝑝} = a⊤m (9)

provides the exact integral of 𝑝 for any 𝜇 being a representation of

m [Kreı̆n and Nudel’man 1977, p.58], and leads to a key property:

Definition 1. A moment sequence m = (𝑚0, . . . ,𝑚2𝑛) is called
strictly positive if from 𝑝 (𝑥) ≥ 0 (𝑝 . 0) it follows that𝔖m{𝑝} > 0.

Strict positivity has an intuitive interpretation: the polynomial

coefficients represent a vector a ∈ R2𝑛+1
and the condition 𝑝 (𝑥) =∑𝑘

𝑖=0
𝑎𝑖𝑥

𝑖 = a⊤u(𝑥) ≥ 0 is fulfilled if the curve u lies in the closed

upper half-space of the hyperplane a⊤x = 0. In other words, it is

fulfilled if a defines a support hyperplane for the conic hull of the

curve. The condition𝔖m{𝑝} > 0 is equivalent to a⊤m > 0, which

demands that m does not lie on the support hyperplane: a strictly

positive moment sequence lies inside the conic hull of u(𝑡).
Strictly positive moments m are important because they can be

represented as conical combinations of points on the moment curve:

Theorem 1 ([Akhiezer and Kreĭn 1962, Theorem 3a, p.8]). If m
is strictly positive, there exist infinitely many canonical representations

m =

𝑛∑︁
𝑖=0

𝑤𝑖u(𝑥𝑖 ),

with𝑤𝑖 > 0 the weights and 𝑥𝑖 ∈ (−∞,∞) the roots (𝑥𝑖 ≠ 𝑥 𝑗 ).

We will later show that it is natural to identify the 𝑥𝑖 as the zeros

of a polynomial, hence the name. The importance is that any point

m ∈ R2𝑛+1
strictly inside the conic hull can be represented by the

(strictly) conical combination of 𝑛 + 1 points on the curve. Note

that 𝑛 + 1 is roughly half the embedding dimensions of the curve.

Applied to the physical example above, the theorem states that there

are infinitely many ways of concentrating mass in at most 𝑛 + 1

points on the curve, which result in the same center of mass. The

infinite set is a one-parameter family:

Theorem 2 ([Akhiezer and Kreĭn 1962, Theorem 3c, p.8]). If m
is strictly positive, for any value 𝜂 ∈ R \𝐴, there is a unique canonical
representation of m where 𝜂 is one of the 𝑛 + 1 roots.

𝐴 is a small, finite set that depends on the moments and we delay

the discussion to Section 4.1.1. Geometrically, given a point on the

curve u(𝜂), 𝑛 unique points {u(𝑥𝑖 )}𝑛
1
on the curve can be found so

that their weighted combination yields m.

The unique canonical representation is associated with a piece-

wise constant measure 𝜇𝜂 (𝑥), increasing in the discrete set of the

𝑛+1 points, where 𝑑𝜇𝜂 (𝑥) consists of 𝑛+1 Dirac distributions placed
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at 𝜂 and the {𝑥𝑖 }:∫ 𝑦

−∞
u(𝑥) d𝜇𝜂 (𝑥) =

∫ 𝑦

−∞

𝑛∑︁
𝑖=0

𝑥𝑖<𝑦

𝛿 (𝑥 − 𝑥𝑖 )𝑤𝑖u(𝑥) d𝑥 =

𝑛∑︁
𝑖=0

𝑥𝑖<𝑦

𝑤𝑖u(𝑥𝑖 ) .

(10)

The measure 𝜇𝜂 is important because it defines a bound on the set

of all measures consistent with a given set of moments:

Theorem 3 ([Kreĭn and Nudel’man 1977, Theorem 3.1, IV.§3,

p.125], Chebyshev-Markov inequalities). Let 𝜇 be any measure

with the same moments as 𝜇𝜂 , then∫ 𝜂−0

−∞
d𝜇 (𝑥) ≥

∫ 𝜂−0

−∞
d𝜇𝜂 (𝑥)∫ 𝜂+0

−∞
d𝜇 (𝑥) ≤

∫ 𝜂+0

−∞
d𝜇𝜂 (𝑥)

Remark 1. The notation follows Kreı̆n and Nudel’man [1977, p.15]:

the first inequality considers the mass in the interval (−∞, 𝜂) and the
second inequality the mass in the interval (−∞, 𝜂].

With the discrete representation from Eq. (10), this yields an

explicit expression for the bounds [Tari 2005, Corollary 2.7]:∫ 𝜂−0

−∞
d𝜇 (𝑥) ≥

𝑛∑︁
𝑖=1

𝑥𝑖<𝜂

𝑤𝑖 = 𝐿(𝜂)

∫ 𝜂+0

−∞
d𝜇 (𝑥) ≤ 𝑤0 +

𝑛∑︁
𝑖=1

𝑥𝑖<𝜂

𝑤𝑖 = 𝑈 (𝜂)
(11)

Computing the bounds from Eq. (4) therefore boils down to comput-

ing the unique canonical representation consisting of the weights

{𝑤𝑖 } and the roots {𝑥𝑖 } given 𝜂.

3.2 Computing the Unique Canonical Representation

If 𝜂 is identified with 𝑥0, the unique canonical representation is the

solution of a system of 2𝑛 + 1 equations (c.f. Theorem 1)

𝑚𝑘 =

𝑛∑︁
𝑖=0

𝑤𝑖𝑥
𝑘
𝑖 , 𝑘 = 0, . . . , 2𝑛 (12)

in 2𝑛 + 1 unknowns: the 𝑛 + 1 weights and the 𝑛 points 𝑥1, . . . , 𝑥𝑛
(because 𝜂 = 𝑥0 is given). Maybe surprisingly, the computation of

the points and weights can be separated, and it is possible to solve

for the points 𝑥𝑖 not knowing the weights𝑤𝑖 . Once all 𝑥𝑖 are given,

solving for the weights is just a linear system of equations. The

equations in this section are provided without proof, and details can

be found in the work by Tari [2005].

The main tool is the Hankel matrix of the moments

H =


𝑚0 𝑚1 . . . 𝑚𝑛

𝑚1 𝑚2

.

.

.

.

.

.
. . .

𝑚𝑛 . . . 𝑚2𝑛


, (13)

which also indicates strict positivity of m:

z0 z1 z2z3 z4

n = 1 n = 2 n = 3

(x)

d (x)

L(x)

z0L

Ref.
(FD)

Fig. 2. A discrete measure 𝜇 with five points of increase 𝑧0, . . . , 𝑧4 ∈ R. Top
row: the lower bound 𝐿 for different degrees, corresponding to 3, 5, and 7

moments, respectively. Bottom row: the derivative of the lower bound for

the point 𝑧0, which affects the moments. The bound and its derivatives are

continuous. The dashed vertical lines mark singularity points of the bound.

Theorem 4 ([Akhiezer and Kreĭn 1962, Theorem 1, p.3]). For a

moment sequence to be strictly positive, it is necessary and sufficient

that the Hankel matrix is positive definite.

With the shorthand notation

x ≜
(
1 𝑥 . . . 𝑥𝑛

)⊤
, (14)

the {𝑥𝑖 } can be computed as solutions to

x⊤𝑖 H−1x0 = x⊤𝑖 H−1𝜼 = 0, 𝑖 > 0. (15)

This relates the unknown 𝑥𝑖 to the known quantities 𝜂 and H: the

points {𝑥𝑖 } are the roots of the so-called kernel polynomial

𝐾 (𝑥) = x⊤H−1𝜼 =

𝑛∑︁
𝑘=0

𝑥𝑘 (H−1𝜼)𝑘 . (16)

Therefore, finding the 𝑛 points 𝑥𝑖 of the unique canonical represen-

tation given 𝑥0 = 𝜂 amounts to finding the roots of the 𝑛-degree

kernel polynomial. If m is strictly positive and 𝜂 ∉ 𝐴, the roots are

real and simple, i.e., 𝐾 has a set of 𝑛 distinct roots (Corollary 19).

With all points 𝑥𝑖 , the weights can be either computed by solving

the (reduced) Vandermonde system in Eq. (12) or individually as

𝑤𝑖 =
1

x⊤
𝑖

H−1x𝑖
. (17)

4 DIFFERENTIATING MOMENT-BASED BOUNDS

The approach detailed in Section 3 gives rise to two functions that,

depending on an evaluation point 𝜂 ∈ R and a sequence of moments

m ∈ R2𝑛+1
, compute an upper and a lower bound on all measures 𝜇

that are representations of the moments. When viewed as a function

in all parameters, the lower bound takes the form (c.f. Eq. (11))

𝐿(𝜂; m) =
𝑛∑︁
𝑖=1

𝑥𝑖 (𝜂;m)<𝜂

𝑤𝑖 (𝜂; m), (18)

where the𝑤𝑖 are the weights and the 𝑥𝑖 are the points of the unique

canonical representation. The upper bound includes the weight of 𝜂

𝑈 (𝜂; m) = 𝑤0 (𝜂; m) + 𝐿(𝜂; m) (19)

If one intends to use the lower or upper bounds in a differentiable

setting, one may ask if these functions are differentiable in m and 𝜂.

It turns out that the answer to this question is difficult to find in the
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given form, in particular, because the number of terms in the sum in

𝐿 varies depending on both, m and 𝜂.

Worchel and Alexa [2023] have shown that a special case of

the lower bound is continuously differentiable, in particular, the

visibility function from Variance Shadow Mapping [Donnelly and

Lauritzen 2006]. This function is based on Chebyshev’s inequality

and is a special case of the lower bound for probability measures

and m = (1,𝑚1,𝑚2). We generalize this result to sequences with an

arbitrary number of moments (see the example in Figure 2).

The proof can be broken down into the following high-level parts:

(1) Section 4.1: we partition the space R × R2𝑛+1
into regions

where 𝐿 is defined and regions where it is not, and show

that 𝐿 is trivially differentiable in the regions that form its

domain. A key observation is that the number of terms in

the bound, i.e., the number of summed weights (c.f. Eq.18)

remains constant inside of the valid regions.

(2) Section 4.2: we then analyze the behavior of the bound as

one approaches the boundary between two regions. The main

insight is that at each transition between distinct regions only

one weight is included or excluded from the sum in 𝐿.

(3) Section 4.3: finally, we show that not only the weight but

also its derivative with respect to m and 𝜂 vanish: the limit

exists, so the singularities at region boundaries are removable,

which makes 𝐿 (and 𝑈 ) continuously differentiable in their

domain and across the singular points.

Since the position of 𝜂 among the other roots is relevant in the

following, we assume, for this section, that all roots, including 𝜂, are

ordered from lowest to highest, i.e., 𝑥0 < · · · < 𝑥 𝑗 (= 𝜂) < · · · < 𝑥𝑛 .

4.1 Partitioning the Domain

Themain difficulty with the bound 𝐿 and its derivative is the varying

number of summed weights (c.f. Equation (18)): including a weight

is a binary decision that can lead to discontinuities in the function or

its derivative. The central idea is to first dissect the space R×R2𝑛+1

into regions with a constant number of terms. Inside of these regions,

differentiability can be easily investigated in terms of the𝑤𝑖 .

4.1.1 Regions with Constant Number of Terms. According to Theo-

rem 1, canonical representations, in particular the unique one that

defines the bound 𝐿, only exist for strictly positive moments m.

Moreover, Theorem 2 indicates that there is the additional restric-

tion of 𝜂 ∉ 𝐴: 𝐴 contains the 𝑛 simple roots of a special degree-n

polynomial 𝑃𝑛 (𝑥 ; m). This characterizes the domain of 𝐿:

Ω = {(𝜂,m) ∈ R × R2𝑛+1
: positive(m) ∧ 𝑃𝑛 (𝜂; m) ≠ 0}. (20)

At any given point (𝜂0,m0) ∈ Ω the bound 𝐿 will be a sum

over some number of terms, so, under which conditions does the

number change if one moves to another point (𝜂1,m1) ∈ Ω, on a

continuously differentiable path? The answer is our first result:

Theorem 5. If the number of terms in the bounding functions differs

between two points (𝜂0,m0) ∈ Ω and (𝜂1,m1) ∈ Ω, any continuously
differentiable path connecting the points crosses at least one point

(𝜂′,m′) ∈ R × R2𝑛+1
where either 𝜂′ is a root of 𝑃𝑛 (𝑥 ; m′) or the

sequence of moments m′ is not strictly positive.

The proof can be found in Appendix C, Section C.3. It exploits that

the number of terms changes if and only if one of the {𝑥𝑖 } changes
its place with 𝜂 on the real line. The points {𝑥𝑖 } and 𝜂 are the roots

of an orthogonal polynomial 𝜓𝑛+1 (𝑥 ;𝜂,m), which has 𝑛 + 1 real

and simple roots in the domain Ω. Since the roots are continuously
differentiable functions in m and 𝜂, the {𝑥𝑖 } and 𝜂 can only change

their order outside of the domain Ω. The inset visualizes the theorem
and shows the evolution of the roots

on a continuously differentiable path

𝜸 (𝜏) ∈ R × R2𝑛+1
from a point

(𝜂0,m0) ∈ Ω to a point (𝜂1,m1) ∈ Ω.
Red trajectories cannot be taken in Ω.

Geometrically, strict positivity can

be violated on a path when moments m cross through u(𝜂) on the

boundary of the moment curve (more generally boundary regions

on the cone) or due to numerical inaccuracy. But, strict positivity

can be enforced by biasing [Peters and Klein 2015]: the moments m
are slightly “pulled” inside of the conic hull, away from its boundary.

Proposition 6. If 𝛼 ∈ (0, 1] and m★ ∈ R2𝑛+1
is a bias vector such

that (1 − 𝛼)m + 𝛼m★
is strictly positive, the number of terms in the

bounding functions changes only in points where 𝜂 is a root of the

polynomial 𝑃𝑛 (𝑥 ; (1 − 𝛼)m + 𝛼m★).

Therefore, one can see the domain Ω as a partition of regions

where 𝜂 is not a root of 𝑃𝑛 , and inside of each region, the number

of terms in 𝐿 remains constant.

4.1.2 Differentiable Weights. Each region of the domain Ω has a

fixed number of terms, so, inside of it, the derivative of 𝐿 simply

reduces to the sum of derivatives of the weights𝑤𝑖 , and we observe:

Theorem 7. For (𝜂,m) ∈ Ω the weights 𝑤0, . . . ,𝑤𝑛 associated

with all points of the unique canonical representation are continuously

differentiable in m and 𝜂.

See Appendix C, Section C.4 for the (short) proof; it follows:

Corollary 8. The bounding functions 𝐿(𝜂,m) and 𝑈 (𝜂,m) are
continuously differentiable in their domain Ω.

4.2 Approaching Singularities

Although having established differentiability on the domain of 𝐿 in

Section 4.1, the result does not rule out discontinuities at points in

Λ = {(𝜂,m) ∈ R × R2𝑛+1
: positive(m) ∧ 𝑃𝑛 (𝜂; m) = 0}, (21)

which is the set of points with strictly positive m but 𝜂 is a root of

𝑃𝑛 . Recall that the bounding functions are undefined at these points.

In the following, we investigate the behavior of the points 𝑥𝑖 as a

point (𝜂,m) ∈ Ω in the domain of 𝐿 approaches such singularities.

The polynomial 𝑃𝑛 (𝑥,m) is part of a sequence of polynomials

{𝑃𝑖 }, which are pairwise orthogonal under measures that are rep-

resentations of m. As an orthogonal polynomial, 𝑃𝑛 has 𝑛 real and

simple roots {𝑦𝑖 }𝑛
1
: at a point (𝜂,m) ∈ Ω, 𝜂 must lay between at

most two roots of 𝑃𝑛 , in either of the intervals (−∞, 𝑦1), (𝑦 𝑗 , 𝑦 𝑗+1),
or (𝑦𝑛,∞).

Geometrically, one can think of the roots as𝑛 distinct points u(𝑦𝑖 )
on the moment curve, with u(𝜂) between (at most) two of them.

The situation 𝑃𝑛 (𝜂; m) = 0 can now arise in different ways: (1) the
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Fig. 3. Geometric relationship between the points of the canonical represen-

tation 𝜂 and 𝑥1 for a moment sequence m = (1,𝑚1,𝑚2 ) and the singularity

point 𝑦1, a root of 𝑃𝑛 . The first dimension is omitted. First row:𝜂 approaches

𝑦𝑖 . Second row: 𝑦𝑖 approaches 𝜂 as the moments are varied.

point u(𝜂) moves towards one of the two roots on the curve, (2)

one of the two points moves towards u(𝜂) on the curve, or (3) a

combination of the two. Figure 3 shows the behavior of the roots:

Theorem 9. If 𝑥 𝑗 (= 𝜂) < 𝑥𝑛 approaches 𝑦 𝑗+1 on a continuously

differentiable path, then 𝑥𝑛 →∞. If 𝑥 𝑗 (= 𝜂) > 𝑥0 approaches 𝑦 𝑗 on

a continuously differentiable path, then 𝑥0 → −∞.

The proof is found in Appendix C,

Section C.5. It exploits that the points

{𝑥𝑖 }𝑛
0
(including 𝜂) strictly interlace

with the roots {𝑦𝑖 }𝑛
1
of 𝑃𝑛 in the do-

main Ω. At singularities, 𝑛 of the

points {𝑥𝑖 } collapse to the 𝑛 roots

{𝑦𝑖 } of 𝑃𝑛 (see inset). As the {𝑥𝑖 } and the roots {𝑦𝑖 } are contin-

uously differentiable functions in (𝜂,m), a path 𝜸 (𝜏) from a point

(𝜂0,m0) ∈ Ω to a singularity point (𝜂1,m1) ∈ Λ is reversible, so

each {𝑦𝑖 } at the singularity corresponds exactly to one {𝑥𝑖 }. This
leaves one of the outer points 𝑥0 or 𝑥𝑛 (≠ 𝜂) without a correspond-

ing root at the singularity, and it must go to ±∞. Since the theorem
considers both directions, we can state the following:

Corollary 10. If 𝑥 𝑗 (= 𝜂) > 𝑦 𝑗 follows a continuously differen-

tiable path through 𝑦 𝑗 such that after the singularity 𝑥 𝑗−1 (= 𝜂) < 𝑦 𝑗 ,
then the point 𝑥0 goes to −∞ and reappears as 𝑥𝑛 from∞. The other
direction of 𝑥 𝑗 approaching 𝑦 𝑗+1 behaves analogously.

Therefore, when crossing a singularity, exactly one root𝑥𝑖 changes

its place with 𝜂, so for the sum in 𝐿 (c.f. Eq. 18) the following holds:

Corollary 11. As 𝜂 follows a continuously differentiable path

through a singularity, only the weight associated with 𝑥0 or 𝑥𝑛 is

included in or excluded from the sum in the bounding functions.

The last observation is essential as it allows studying only one of

the weights and its derivatives to determine the limit behavior for

the bounding functions 𝐿 and𝑈 .

4.3 Weight (Derivative) at Singularities

In Section 4.1 we have shown that 𝐿 is continuously differentiable

on its domain Ω but the domain is a collection of distinct regions,

connected by singularities at which 𝐿 is undefined, not ruling out

discontinuous behavior across singularities. We have then observed

in Section 4.2 that when singularities are crossed, exactly one of

the points 𝑥𝑘 ∈ {𝑥𝑖 } switches places with 𝜂, and therefore only

its weight 𝑤𝑘 is included or excluded from the sum in 𝐿 (recall

Eq. 18). It remains to investigate how the weight and its derivative,

and therefore 𝐿 and its derivative, behave when a singularity is

approached, which is equivalent to studying their limit as 𝑥𝑘 → ±∞
(c.f. Theorem 9).

The possible outcomes are apparent: if the weight𝑤𝑘 , in the limit,

goes to zero, the singularities in 𝐿 are removable. If additionally

the derivatives
𝜕𝑤𝑘

𝜕𝜂 and
𝜕𝑤𝑘

𝜕𝜂 go to zero, the singularities in the

derivatives
𝜕𝐿
𝜕𝜂 and

𝜕𝐿
𝜕m are removable. Otherwise, 𝐿 or its derivatives

will be discontinuous. We make the following two observations

(proven in Appendix C, Sections C.6 and C.7):

Lemma 12. If 𝑥𝑘 is the point that goes to ±∞, then the associated

weight𝑤𝑘 goes to zero.

Lemma 13. If 𝑥𝑘 is the point that goes to ±∞, then the associated

derivatives of the weight
𝜕𝑤𝑘

𝜕𝜂 and
𝜕𝑤𝑘

𝜕m go to zero.

The proofs use the fact that both the weight and its derivatives

are rational functions in 𝑥𝑘 , where the denominator has a (much)

higher degree than the numerator, so they vanish as 𝑥𝑘 → ±∞. We

conclude this section with our main result:

Theorem 14. The bounding functions 𝐿(𝜂; m) and 𝑈 (𝜂; m) are
continuously differentiable on their domains Ω and the singularities

are removable so that 𝐿 and𝑈 are continuously differentiable over the

set Ω ∪ Λ ⊂ R × R2𝑛+1
, with all strictly positive moments.

5 IMPLEMENTATION

Algorithm 1 computes the moment bounds (the primal algorithm)

and loosely follows Münstermann et al. [2018, Algorithm 1], where

𝛽 blends between the lower and upper bound. We have not yet ma-

terialized all operations (e.g. root finding) because, as will be shown,

the choice significantly affects the stability of the primal algorithm

and its derivative, which is calculated by the adjoint algorithm.

Algorithm 1Computing a moment-based bound (primal algorithm)

Inputs: moments m = (𝑚0, . . . ,𝑚2𝑛), evaluation point 𝜂, overesti-

mation weight 𝛽 ∈ [0, 1], bias 𝛼 ∈ [0, 1]
Output: bound 𝑏 = (1 − 𝛽)𝐿 + 𝛽𝑈

m← (1 − 𝛼)m + 𝛼m★ ⊲ Biasing (Prop. 6)

H← hankel_matrix(m) ⊲ Eq. (13)

c← cholesky_solve(H, (1, 𝜂, 𝜂2, . . . , 𝜂𝑛)⊤) ⊲ Eq. (16)

𝑥1, . . . , 𝑥𝑛 ← find_polynomial_roots(c) ⊲ Eq. (15)

m̄← (𝑚0, . . . ,𝑚𝑛)
𝑤0, . . . ,𝑤𝑛 ← vandermonde_solve(𝜂, 𝑥1, . . . , 𝑥𝑛, m̄) ⊲ Eq. (12)

𝑏 ← 𝛽𝑤0

for 𝑖 = 1, . . . , 𝑛 do
if 𝑥𝑖 < 𝜂 then

𝑏 ← 𝑏 +𝑤𝑖
return 𝑏
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Automatic Differentiation. Algorithm 1 can be readily implemented

in an automatic differentiation (AD) framework like PyTorch [Paszke

et al. 2019]: a Cholesky solver is available, the roots can be deter-

mined in closed-form or, for high degrees, as the eigenvalues of the

companion matrix (as in numpy [Harris et al. 2020]), and a generic

linear solver can be used for the Vandermonde system.

While this straightforward implementation is a useful reference,

it is numerically unstable and inefficient, both in terms of memory

consumption and runtime. Improving the stability requires careful

consideration of the numerically critical parts (Section 5.1). The de-

rived primal and adjoint algorithms can be efficiently implemented

by fusing all operations, avoiding the construction of a computation

graph as in automatic differentiation (Section 5.2).

5.1 Explicit Algorithm and Reverse-Mode Differentiation

In this section, we will gradually materialize Algorithm 1, one oper-

ation at a time, and derive expressions for reverse-mode derivatives.

This leads to concrete primal and adjoint algorithms. We will use the

notation 𝛿𝑎 to denote the adjoint of a variable 𝑎, i.e., the derivative
𝜕L
𝜕𝑎 w.r.t. a scalar function L(𝑎), which could be the loss function

in a gradient-based optimization. We assume adjoints with the same

“shape” as the primal variable, i.e., if b ∈ R𝑚 then 𝛿b ∈ R𝑚 .

Solving for the Kernel Polynomial. Since the Hankel matrix H of

the biased moment vector is positive-definite and symmetric,

Hc = 𝜼 (22)

(c.f. Eq. 16) can be solved stable by performing the Cholesky decom-

position of H, followed by forward and backward substitution.

The output of this operation is the vector c, so, in reverse-mode

differentiation, the adjoint operation uses the input 𝛿c to compute

𝛿H and 𝛿𝜼. For a linear system Ax = b with invertible A, one can

derive the equalities defining the adjoints [Strang 2007, Section 8.7]

𝛿b = A−⊤𝛿x

𝛿A = −𝛿b x⊤,
(23)

which lead to explicit expressions for the outputs

𝛿𝜼 = H−1𝛿c

𝛿H = −𝛿𝜼c⊤,
(24)

since H is symmetric. Therefore, 𝛿𝜼 is obtained by solving another

linear system involving the Hankel matrix, with the same Cholesky

decomposition, and the adjoint 𝛿H is simply an outer product.

Finding the Kernel Roots. By the structure of the problem, and

critical for our proofs in Section 4, we know that one of the roots

{𝑥𝑖 }𝑛
1
of the kernel polynomial is unbounded when the query point

𝜂 approaches a singularity, as its leading coefficient 𝑐𝑛 vanishes.

Therefore, besides efficiency, numerical stability and adequate pre-

cision in 32-bit arithmetic are desired properties.

The cases 𝑛 = 1 (3 moments) and 𝑛 = 2 (5 moments) lead to

kernel polynomials of degree 𝑑 = 1 and 𝑑 = 2, respectively, whose

roots can be found using closed-form expressions. For the quadratic

equation, we have implemented a robust solver following Kahan

[2004]. Although closed-form expressions exist for degrees 3 and

4, we opt for a fast and more accurate Newton-style approach for

degrees> 2 [Yuksel 2022]. Notably, vanishing 𝑐𝑛 is naturally handled

in our implementation by returning one root with value inf instead
of branching to a different version of the algorithm or trying to

explicitly avoid this case by comparing 𝜂 to the singularity points

(the roots of 𝑃𝑛 , Section 4.1.1). All subsequent operations gracefully

handle roots at infinity by returning the limit value.

If {𝑥𝑖 }𝑛𝑖=1
are the roots of the kernel polynomial 𝐾 (c, 𝑥) with

coefficients c, the adjoint operation computes 𝛿c, given {𝛿𝑥𝑖 }:

𝛿c =

𝑛∑︁
𝑖=1

𝜕𝑥𝑖

𝜕c
𝛿𝑥𝑖 . (25)

The implicit function theorem relates the roots to the coefficients

𝜕𝑥𝑖

𝜕c
= −

(
1 𝑥𝑖 . . . 𝑥𝑛

𝑖

)⊤
𝜕𝐾
𝜕𝑥 (c, 𝑥𝑖 )

(26)

This expression is undefined for a root at infinity but our proofs in

Section C.7 show that the product

𝜕𝑥𝑖

𝜕c
𝜕𝑤𝑖

𝜕𝑥𝑖
𝛿𝑤𝑖︸   ︷︷   ︸

≔𝛿𝑥𝑖

(27)

goes to zero when approaching singularities. Since the result be-

comes less reliable with large 𝑥𝑖 , we test if the quadratic factor in

the denominator of the derivatives
𝜕𝑤𝑖

𝜕𝜂 (Eq. (55)) and
𝜕𝑤𝑖

𝜕m (Eq. (60))

overflows and if so, set the contribution of 𝑥𝑖 to 𝛿c to zero.

Solving the Vandermonde System. Instead of solving the Vander-

monde system with a generic approach, we use the iterative algo-

rithm by Björck and Pereyra [1970] as we found it to be efficient,

stable, and simple to implement. The algorithm is derived from

interpolation with divided differences, which is also the suggested

method by Münstermann et al. [2018]. Additionally, we observe that

it gracefully handles inputs close to or exactly at infinity: if a point

𝑥𝑖 is at infinity with value inf, the associated solution𝑤𝑖 becomes

zero. This corresponds exactly to the expected limit behavior (Sec-

tion 4.3). The stability of the algorithm generally depends on the

order of the inputs {𝜂, 𝑥1, . . . , 𝑥𝑛} [Higham 1987]. We found that

ordering the roots ascending by absolute value drastically improves

the precision (this is effectively pivoting), and only then the limit

value is obtained.

The inputs to the algorithm are the roots 𝑥0 (= 𝜂), 𝑥1, . . . , 𝑥𝑛 and

the first 𝑛 + 1 entries of the moment vector m, which we denote

by m̄ = (𝑚0, ...,𝑚𝑛)⊤. The adjoint of the partial moment vector is

obtained by re-using the equalities for the linear system (Eq. (23)):

𝛿m̄ = V−⊤𝛿w, (28)

where w = (𝑤0,𝑤1, . . . ,𝑤𝑛)⊤ is the vector of weights and its adjoint

𝛿w is an input. We obtain 𝛿m̄ with an algorithm for solving the dual

Vandermonde system by Björck and Pereyra [1970]. Intuitively, the

solution is a polynomial interpolating the values {𝛿𝑤𝑖 } at points
{𝑥𝑖 }. If a root 𝑥𝑖 is at infinity, its value 𝛿𝑤𝑖 does not contribute to
the interpolation (this can be seen by expressing the derivative in

Eq. (57) with the Vandermonde matrix), so the resulting polynomial

has one less degree, i.e., 𝛿m̄𝑛 = 0. This is exactly the output of the

algorithm for an 𝑥𝑖 at infinity.
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The same equalities provide an expression for the adjoint matrix

𝛿V = −𝛿m̄w⊤, (29)

which leads to the root adjoints

𝛿𝑥𝑖 =

𝑛∑︁
𝑗=0

𝑛∑︁
𝑘=0

𝛿V𝑗,𝑘

[
𝜕V
𝜕𝑥𝑖

]
𝑗,𝑘

= − 𝜕

𝜕𝑥𝑖

( 𝑛∑︁
𝑗=0

𝛿m̄𝑗𝑤𝑖𝑥
𝑗
𝑖

)
, (30)

This is simply the derivative of a polynomial with coefficients 𝛿m̄𝑤𝑖
evaluated at 𝑥𝑖 . For 𝑥𝑖 at infinity, it may be undefined in floating

point arithmetic and this case is explicitly handled in the adjoint

root finding (see discussion around Eq. (27)).

Remaining Operations. The moment biasing, Hankel matrix con-

struction, and weight summation require no special considerations.

5.2 Fused Implementation

Implementing the AD version or the explicit algorithms (Section 5.1)

in a framework like PyTorch can be disappointing performance-

wise: each operation invokes a dedicated kernel, with the launch

overhead quickly accumulating for complex computation graphs,

and more importantly, all intermediate results are materialized in

memory, which not only leads to excessive storage requirements

but also results in expensive reads from (GPU) memory. Just-in-time

(JIT) compilation can mitigate these issues but comes at the cost of

losing control over the generated kernels and might not lead to the

expected improvements: for example, we have JIT-compiled the AD

implementation (Section 5, Automatic Differentiation) using PyTorch

2.x’s compile feature, measuring either negligible improvements

(𝑛 = 1, 2) or even worse runtime (𝑛 > 2), because some operations

are currently unsupported (e.g. finding eigenvalues of a matrix).

Instead, we have implemented the primal and adjoint algorithms

from Section 5.1 entirely in C++, only depending on a small subset

of the standard library. The floating point type and 𝑛 are known at

compile time, leading to the generation of highly optimized code.

We instantiate and test variants for 32-bit float and 64-bit double,
and 𝑛 = 1, . . . , 5. GPUs are targeted using CUDA, such that all

operations of the primal algorithm are compiled into a single CUDA

kernel, and similarly, a single kernel is compiled for the adjoint

algorithm. Global memory accesses are often the bottleneck of a

GPU implementation, so we ensure that intermediate values can

reside in registers. Specifically, we avoid register spilling to (local)

memory by only statically indexing into arrays, for example during

the root finding procedure [Peters 2023].

The C++/CUDA implementation is exposed to Python using

nanobind [Jakob 2022], so it can readily interface with array pro-

gramming frameworks like PyTorch, numpy, or JAX.

Accuracy Verification. We first verify the accuracy of the C++ im-

plementation by comparing it to the PyTorch (AD) implementation

for 1million random samples. The average accuracy in the computed

roots and weights is comparable (Table 1, Appendix A). The gradi-

ents of the bound computed by the adjoint procedure are verified

by comparing them to finite differences. The C++ implementation

produces errors almost equal to the PyTorch AD implementation,

differing in the 3rd to 4th digit (Table 1). We exclude samples with

𝜂 near a singularity, so this merely serves as a sanity check and the

limit behavior is studied separately (Paragraph Stability Analysis)

Performance. We compare the runtime and memory consumption

of the C++/CUDA implementation to the PyTorch-based AD imple-

mentation, on the GPU, using 2 million randomly sampled moments

{m𝑖 } and points {𝜂𝑖 } for varying 𝑛 (Figure 4). Across all tests, the

custom CUDA implementation is considerably faster, both for the

primal (forward) and adjoint (backward) computations as well as in

32-bit and in 64-bit precision. The over 1000× increase in runtime

(𝑛 = 3, 32 bits) is related to root finding using the companion matrix

for 𝑛 > 2, because PyTorch seemingly does not solve for eigenvalues

on the GPU (the CPU runtime is similar). Surprisingly, the corre-

sponding function is also faster for 64-bit input, which explains why

the 64-bit primal algorithm for 𝑛 > 2 is faster than the 32-bit variant.

We have no conclusive explanation but this behavior is consistent

across different machines, operating systems, and PyTorch versions.

Regardless, the variants 𝑛 = 1 and 𝑛 = 2 use closed-form expres-

sions for the roots, so they are unaffected by this anomaly. In 32-bit,

the CUDA implementation is up to three orders of magnitude faster,

and in 64-bit up to two orders. The default variant of the CUDA im-

plementation recomputes all intermediate values from the forward

pass in the backward pass, which makes it at least as expensive as

the primal algorithm. Still, the runtime is much lower than the AD

graph traversal. The observed performance benefit in an application

will certainly be lower because a differentiable rendering pipeline

consists of various costly operations and the GPU might not be

saturated by the number of computed bounds. If the algorithm is

used for shadow mapping, 2 million bounds correspond roughly to

rendering a 1k image with two light sources. Even for 50× larger

input (∼ 100 Million bounds), for 𝑛 ≤ 2, the 32-bit primal algorithm

runs in less than 5 milliseconds and the adjoint algorithm in under

20 milliseconds (Figure 5, left column). The double-precision run-

time is significantly worse and roughly aligns with the theoretical

performance of the tested GPU (64× higher FP32 throughput).

The memory footprint of the CUDA implementation is very pre-

dictable as storage from global memory is only allocated for the

output. If 𝑁 is the number of bounds to compute, the primal algo-

rithm generates an array of size 𝑁 and the adjoint algorithm an

array of size 𝑁 (2𝑛 + 2) (for 2𝑛 + 1 moment adjoints and the adjoint

of 𝜂), therefore the memory requirements are linear (Figure 5, right

column, mind the log-scaled x-axes). Specifically, in contrast to the

PyTorch AD implementation, no computation graph is constructed

during the primal algorithm, which leads to a significantly smaller

memory footprint (Figure 4). For the adjoint computation, the AD

implementation also only allocates memory for the outputs.

Retaining Roots. The default C++/CUDA implementation outputs

only the bounds from the primal kernel. In the adjoint kernel, the

required quantities (e.g., the Cholesky factorization and the roots)

are recomputed by re-running the primal algorithm. For 𝑛 > 2, root

finding is an iterative procedure (Section 5.1), which can become

the dominating operation during the adjoint phase, in terms of run-

time. We have therefore implemented a “retained roots” variant that

returns the roots from the primal computation and re-uses them

during the adjoint computation. The variant has a similar computa-

tion time for the primal part and an increased memory complexity,

which is still significantly less than AD, but a considerably lower

runtime for the adjoint part for 𝑛 > 2 (Figures 4 and 5).
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Stability Analysis. The bounding functions are undefined at a

finite set of points, where 𝜂 takes the value of one of the roots of
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Fig. 6. Evaluating the bound near singularities can be numerically unstable,

leading to undefined output in the forward and backward computation

(top). The implementation of an algorithm that considers the properties of

the bound at singularities (“C++/CUDA”, Section 5.1) is more robust than

the naive implementation based on automatic differentiation (AD).

Section 6.1.3). As 𝜂 approaches a singular point, one root 𝑥𝑖 tends

to infinity, which can compromise the accuracy of the bound and

its derivatives, specifically in 32-bit precision.

We use the following procedure to study the implementations

near the singularities: for moments m, we generate points 𝜂𝑘 in-

side an 𝜖-neighborhood (𝜖 = 8e-6) around each singularity 𝑦 𝑗 ( 𝑗 =
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1, . . . , 𝑛), and compute the bound and its derivatives. We also evalu-

ate the bound and the derivatives exactly at the singular point (up to

floating-point precision). At each 𝜂𝑘 , two traits are desirable : (1) the

bound and the derivatives remain finite since undefined values can

severely compromise a gradient-based optimization, and (2) their

values tend towards the value at the singularity.

For 𝑛 = 1, . . . , 5 we randomly generate moments, then compute

the number of NaNs and the (absolute) difference to the value at

the singularity (Figure 6). Results are for 32-bit precision and the

difference is reported as the maximum across all 𝑛 and moment

vectors. The PyTorch (AD) implementation generates almost no

usable values near a singularity, which, to a large part, is due to

failures in its root-finding procedure. The C++ implementation

generates no NaN output since its operations are carefully designed

around the limit case (Section 5.1). This is also reflected by the values

tending to the value at the singularity (Figure 6, second row).

0

Bound/

5 0 5
Singularity (  1e-06)

0

Bound/ m

We found the higher-order powers in

the computation of 𝛿𝑥𝑖 (Eq. (30)) and the

product in Eq. (27) particularly troublesome:

without the measurements for 𝑛 = 5, the

derivatives tend even more clearly to the

singularity value (inset). Unexpectedly, the

64-bit precision variant behaves less robust

near singularities, which is likely due to the

reliance on overflow semantics. We consider the 64-bit implementa-

tion experimental and leave a deeper investigation to future work.

6 APPLICATIONS

6.1 Differentiable Shadow Mapping

In rendering, shadows from point lights (including those at infin-

ity) are often approximated with shadow mapping [Williams 1978].

Traditionally, the shadow map is a depth image rendered from the

perspective of the light, and a point in the scene is in shadow if its dis-

tance to the light is larger than the corresponding depth value in the

shadowmap. However, the derivative of this binary test is not useful

as it is zero for the point’s distance and the depth value. Worchel and

Alexa [2023] show that pre-filtered shadow mapping [Annen et al.

2007, 2008; Donnelly and Lauritzen 2006; Peters and Klein 2015] is a

suitable framework: the binary visibility test is replaced with a soft

test that induces image derivatives at shadow boundaries.

In moment-based techniques, one first obtains a set of moment

maps by filtering the shadow map 𝑓 with a compact kernel:

𝑓𝑘 (u) =𝑚𝑘 (u) =
∫
I
𝑓 (p)𝑘𝑔(p − u) dp, 0 ≤ 𝑘 ≤ 2𝑛, (31)

where the kernel fulfills

∫
𝑔(p) = 1, so𝑚0 = 1. If 𝑑x is the distance

of a point x to the light and ux is its pixel position in the shadow

map, the shadow test is 𝐿
(
𝑑x,m(ux)

)
, which is a lower bound to the

result obtained with percentage-closer filtering [Reeves et al. 1987].

Worchel and Alexa [2023] show that the visibility test of Variance

Shadow Mapping (VSM) [Donnelly and Lauritzen 2006], based on

two power moments (1,𝑚1,𝑚2), is differentiable. Our proof shows
that 𝐿 is differentiable for arbitrary number of moments, motivating

more general techniques like Moment Shadow Mapping (MSM) [Pe-

ters and Klein 2015] with four power moments (1,𝑚1,𝑚2,𝑚3,𝑚4).

We have implemented

a rasterization-based dif-

ferentiable renderer with

shadow mapping (inset):

the geometry is first ras-

terized, producing the G-

buffer, a collection of at-

tribute images needed for

shading (e.g. diffuse albedo and normals). Shadow maps are ren-

dered and used to compute the surface visibility. All data is then

combined to the final image. Gradients flow along the shown edges.

6.1.1 Light Leaking in Appearance Estimation. Variance Shadow

Mapping suffers from light leaking: if the depth has high variance in

the filter support, the computed bound is not sharp and visibility is

overestimated. The adverse effect of light leaking is more significant

in inverse settings: in forward rendering, subtle artifacts might stay

unnoticed by human observers, but with differentiable rendering,

images are often compared to a reference that potentially originates

from the physical world. Moment ShadowMapping strongly reduces

light leaking by providing a sharper bound to the visibility (Figure 1).

Faithful estimation of visibility is critical when the appearance

of an object and the illumination are decomposed, e.g. as a post-

processing step of a (neural) 3D reconstruction pipeline. Jointly

optimizing the light direction and albedo texture from a single refer-

ence image yields significantly more accurate results with Moment

ShadowMapping (Figure 7): while VSM and MSM obtain the correct

light direction, the VSM albedo texture shows traces of the shadow

because it must account for areas with reduced shadow intensity.

Our MSM implementation not only generates higher quality tex-

tures but is as fast as the VSM implementation byWorchel and Alexa

[2023] (Figure 8). The C++/CUDA implementation (Section 5.2) is

critical to matching the performance: a PyTorch (AD) implementa-

tion of MSM is observed to have twice the VSM runtime, and, more

importantly, does not converge due to NaN outputs (Section 6.1.3).

6.1.2 Comparison to Ray Traced Shadows. Instead of approximat-

ing visibility, it can be accurately determined using ray tracing,

and, more generally, realistic images can be synthesized with sys-

tems for physically-based, differentiable rendering. The impact

Geometry (Opt.)

on runtime is significant: an approximate, dif-

ferentiable renderer with Moment Shadow

Mapping finishes an image-based reconstruc-

tion task in seconds while the physically-

based system Mitsuba 3 [Jakob et al. 2022b]

requires minutes (Figure 9). Importantly, the

visibility gradients generated byMSM lead to

a successful reconstruction: if the visibility

is detached from the AD graph, the recon-

struction fails (inset). With significant con-

tribution from indirect illumination, approxi-

mating only shadows would not be sufficient,

and additional techniques are required.

6.1.3 Numerical Considerations. The PyTorch AD implementation,

in contrast to the C++/CUDA implementation, generates undefined

outputs and gradients if the query point is close to a singularity
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Moment Shadow Mapping (MSM) are based on the theory of moments, but Moment Shadow Mapping uses more moments, which leads to a more accurate
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the remaining operations, such as anti-aliasing and evaluating the objective.

(Section 5.2, Paragraph Stability Analysis). In forward rendering, this

merely leads to visual artifacts, but in inverse rendering, this can

corrupt a (potentially long-running) optimization. Figure 10 shows

that this is not a pathological case: almost all surfaces directly visible

to a light will result in queries close to singularities. The reason is

that the moments are generated by filtering over a compact region

in the shadow map (Eq. (31)). Except at discontinuities, the depth

values in the filter support will be correlated and only subtend a

small section of the moment curve with concentrated singularities.

The depth values of directly visible points will be close to the depths

in the filter support, so fall within that same segment of the moment

curve and near the singularities. For this reason, we were unable to

achieve a stable convergence using the PyTorch AD implementation.

Moment Biasing. A central feature of Moment Shadow Mapping

is the ability to exactly reconstruct the visibility if the filter support

region contains no more than two surfaces (perpendicular to the

light direction) [Peters and Klein 2015]. For such cases, the moments

are slightly biased to ensure that the Hankel matrix is non-singular.

We use the bias vectors by Münstermann et al. [2018] and test the
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(MSM) convergences significantly faster than the ray tracing approach based on projective sampling [Zhang et al. 2023], with similar reconstruction results.

The reference image is rendered using ray tracing and serves as a reference for both methods. The reference image does not include indirect illumination. The

optimization uses gradient preconditioning [Nicolet et al. 2021] and a rotation-equivariant instance of ADAM [Kingma and Ba 2015; Ling et al. 2022].

11e-07

Distance to Nearest SingularityImage

Fig. 10. Moment shadow mapping uses bounding functions that are unde-

fined at certain points, close to which evaluating the bound and its deriva-

tives becomes numerically challenging. Even in a simple scene, query points

are close to these singularities, which leads to undefined output in naive

implementations (“PyTorch”), motivating more robust approaches (“C++”).

recommended bias for 𝑛 = 2 (𝛼 = 5 · 10
−7
), but singular matrices

are still occasionally encountered. We use a slightly higher bias (as

a rule of thumb, at least twice the recommended value).

Geometry (Opt.)

n = 3

Some experiments run successfully

with the bias recommended byMünster-

mann et al. [2018, Table 1, Supplemen-

tary Material] (e.g. Section 6.1.1), so it is

worth testing different values to strike

the right balance between accuracy and

robustness in an application. With sta-

ble biasing, the number of moments can

be increased from 4 (𝑛 = 2) to 6 (𝑛 = 3)

and further, still resulting in successful 3D reconstructions (inset).

6.1.4 Quality of Rasterization Derivatives. The quality of the ap-

proximated visibility decreases with the shadow map resolution.

Low-resolution shadow maps also harm the inverse setting (Fig-

ure 11). First, they cannot reproduce fine structures in the target

shadow, and second, they are limited by the differentiable raster-

izer: the implementation is based on nvdiffrast [Laine et al. 2020],

Image (Ref.)

Light

Geometry (Initial) Geometry (Opt.)

642 1282

Geometry (Ref.)

2562 5122

Fig. 11. An optimization with shadow mapping can fail if the underlying

differentiable renderer misses the relation between changes in geometry to

changes in the shadow map (here at caused by low shadow map resolution).

which differentiates discontinuous coverage by anti-aliasing silhou-

ettes. If pixels are larger than (projected) triangles, the silhouette

detection can fail and coverage is not differentiated (Figure 12). As

a result, shadow boundaries carry no gradients w.r.t. the geometry.

Worchel and Alexa [2023] also observe this behavior, although

they do not show the adverse effect in a reconstruction task, and

the experiments suggest that increasing the filter kernel size can

mitigate the issue, which is, however, not the case for low-resolution

shadowmaps. This is not a conceptual issue of differentiable shadow

mapping and it can likely be mitigated by using other approaches for

differentiable rasterization [Liu et al. 2019; Pidhorskyi et al. 2025].

6.2 Differentiable Visibility for Volume Rendering

Volume rendering [Kajiya and Von Herzen 1984] is commonly used

in computer vision for volumetric scene representations, such as

(neural) radiance fields [Mildenhall et al. 2020]. If r(𝑡) = o + 𝑡d is a

camera ray, the image formation model assigns to it a color∫ ∞

0

c
(
r(𝑡)

)
𝑇 (𝑡) 𝜎

(
r(𝑡)

)
d𝑡, (32)
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of the shadow map with respect to movement of the geometry, depending

on the underlying differentiable renderer. In this specific case, the renderer

relies on silhouette detection, which fails for low-resolution shadow maps.

where c is a color field, 𝜎 is a density field and𝑇 is the transmittance.

Intuitively, the density 𝜎 measures the probability (per unit length)

of absorbing or scattering a photon from its path and transmittance

𝑇 (𝑡) = exp

(
−
∫ 𝑡

0

𝜎
(
r(𝑧)

)
d𝑧

)
(33)

is the fraction of radiance being transported from 0 to 𝑡 .

When volume rendering is combined with a physically-based

image formation model, e.g. to decompose appearance and illumi-

nation or use shadows as additional reconstruction cues, one must

compute the transmittance from a light source to each point on

a primary ray. Numerically estimating the transmittance can lead

to quadratic complexity, which, even for small images, quickly be-

comes infeasible, especially when storing a computation graph for

reverse-mode differentiation. Several ways of approximating the

transmittance have been proposed, one of which is applying shadow

mapping by rendering and storing the expected termination depth

from the perspective of a light, for each shadow map pixel u,

𝑓 (u) =
∫ ∞

0

𝑡 𝑇 (𝑡) 𝜎
(
r(𝑡)

)
d𝑡, (34)

and using soft, ad-hoc extensions of the binary shadow test to make

it differentiable [Liang et al. 2022; Tiwary et al. 2022]. While the

approximation is efficient and induces dense gradients in a volume,

it is difficult to achieve shadows with reasonable intensity (Sec-

tion 6.2.1) and the approach is not volume-based, i.e., it does not

properly handle empty space, which is desirable when combining

multiple volumes or different scene representations (Section 6.2.2).

Transmittance Mapping. Inspired by classical

work in real-time graphics [Delalandre et al.

2011; Jansen and Bavoil 2010; Lokovic and

Veach 2000; Peters et al. 2016] we propose a

principled approach to transmittance approxi-

mation for differentiable volume rendering. Sim-

ilar to how a shadow map stores the minimum

depth along a ray emanating from the light

source, a transmittance map stores a compact

representation of the transmittance function along a ray (inset).

Following Münstermann et al. [2018], we define absorbance as

𝐴(𝑡) = − ln

(
𝑇 (𝑡)

)
=

∫ 𝑡

0

𝜎
(
r(𝑧)

)
d𝑧. (35)

𝐴 is non-decreasing and non-negative as long as 𝜎 , the volume den-

sity, is non-negative. This allows approximating 𝐴 using moments

(Section 3): a transmittance map is built by computing the moments

𝑓𝑘 (u) =𝑚𝑘 =

∫ ∞

0

𝑧𝑘𝜎
(
r(𝑧)

)
d𝑧, 0 ≤ 𝑘 ≤ 2𝑛. (36)

The representation is compact because it only stores 2𝑛 + 1 values

in each pixel (“TM-n” will refer to order-2n transmittance mapping,

i.e., a transmittance map with moments𝑚0, . . . ,𝑚2𝑛). The bounding

functions from Equation (4) then approximate the transmittance:

𝑇 (𝑡) ≈ exp

(
−
(
1 − 𝛽)𝐿(𝑡) − 𝛽𝑈 (𝑡)

) )
, (37)

where 𝛽 ∈ [0, 1] blends between the bounds [Münstermann et al.

2018]. The approximation quality increases with the order 𝑛 and

transmittancemaps are filterable, i.e., the approximation still “works”

as expected when they are filtered or sampled fromwith (bilinear) in-

terpolation. Using the alternative form from Appendix B, following

Peters et al. [2016], transmittance maps can also be easily integrated

into existing volume rendering frameworks, e.g. by Li et al. [2023].

Implicit Surfaces and Volumes. Differentiable vis-

ibility in volumes might be of particular interest to

the 3D reconstruction community because the prop-

erties of volume rendering, namely trivial differen-

tiability and dense gradients, are often exploited for

reconstruction using implicit surfaces [Oechsle et al.

2021; Wang et al. 2021; Yariv et al. 2021]: construc-

tions like NeuS [Wang et al. 2021] use differentiable

volume rendering for an indicator or signed distance

function 𝑔(x) transformed into a volume density
3

𝜎
(
r(𝑡)

)
= 𝜙𝑠

(
𝑔
(
r(𝑡)

) )
. (38)

The parameter 𝑠 controls the spread of the bell-shaped function 𝜙𝑠
and therefore the opacity of the induced density field (inset). We

use this construction throughout the section, so the shown volumes

are induced by some signed distance function.

6.2.1 Visibility Gradients for the Density. We first verify, using

simple, analytic shapes, that the gradients computed from the trans-

mittance approximation affect the density field and the underlying

implicit surface. Figure 13 shows that a perturbation of geometry is

reflected in the derivatives, both for directly visible surface points

and the cast shadow computed using transmittance mapping.

The quality of the approximation and its gradients is compared

to shadow mapping using a simple task: recover the pose of an

object, i.e., the position and orientation, from only a single image.

Shadows can be important cues for this task [Liu et al. 2023; Shafer

and Kanade 1983] and it might be approached by volume rendering

implicit surfaces [Qu et al. 2023]. The image formation model simply

accumulates the visibility 𝑉 along the primary rays∫ ∞

0

𝑉
(
r(𝑡)

)
𝑇 (𝑡) 𝜎

(
r(𝑡)

)
d𝑡, (39)

3
A direction-dependent normalization factor is omitted for brevity.
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Fig. 13. The quality of the approximation of transmittance increases with

the number of moments. TM-𝑛 denotes an order 𝑛 with 2𝑛 + 1 moments.

The approximation is differentiable and perturbation of the geometry with

a parameter 𝑥 is correctly reflected in the derivative
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Fig. 14. Optimizing the pose of simple, analytic shapes with differentiable

volume rendering. The approximation of shadow mapping ([Tiwary et al.

2022] and VSM) is not accurate and often fails to find the pose, while the

more principled moment-based (TM-𝑛) approach succeeds. The reference is

rendered at a slightly higher density (𝑠 = 5) than used in the optimization

(𝑠 = 4) to mimic a more “realistic” reference.

where 𝑉 is the (approximate) transmittance from the light source

to the point r(𝑡). Even in this simple setting, differentiating shadow

rays is already infeasible due to the excessive memory requirements.

We compare against the shadow mapping variants by Tiwary

et al. [2022], which has a sigmoid-based soft visibility test, and Vari-

ance Shadow Mapping (VSM) by Donnelly and Lauritzen [2006]
4
.

Figure 14 shows that the shadow mapping visibility is far from the

shadow ray reference, leading to inaccuracy in the estimated pose.

We measure the translation error Δt, the Hausdorff distance 𝐷H,

both scaled by factor 10, and the runtime per iteration 𝑡 , as the me-

dian over multiple runs, averaged over different shapes (inset table).

4
While VSM has only been proposed for differentiable rasterization [Worchel and Alexa

2023], it is included because it has a more principled visibility test.

↓ Δt ↓ 𝐷H ↓ t [s]
Tiwary et al. 0.50 0.33 0.58
VSM 0.94 0.67 0.58
TM-1 0.09 0.08 0.59

TM-2 0.07 0.08 0.59

TM-3 0.08 0.09 0.60

TM-4 0.08 0.09 0.61

TM-5 0.07 0.08 0.63

Transmittance maps consistently out-

perform shadow mapping in the geo-

metric error measures. The difference

between the transmittance map or-

ders is marginal but could become

noticeable for multiple (articulated)

objects. Most importantly, transmit-

tance mapping is more accurate and

at the same time equally efficient.

6.2.2 Visibility Through Empty Space. The issue arising from shadow

mapping not being a principled method for approximating transmit-

tance is best shown by testing a trivial property of transmittance: if

the density in a volume is zero, the transmittance is one, because no

light is absorbed. The test setting is inspired by shadow art [Mitra

and Pauly 2009]: planes (triangle meshes) are placed around a grid

representing an SDF. The SDF and the density-controlling variable

𝑠 are optimized to cast given target shadows on the planes, by using

an objective function that compares renderings of the cast shadows

to the targets. The topological flexibility of the SDF is beneficial for

this task and volume rendering ensures dense gradients. To main-

tain a valid SDF, the function is redistanced by solving the Eikonal

equation in each iteration [Detrixhe et al. 2013; Vicini et al. 2022].

Shadow rays do not have quadratic complexity in this setting

because the receiver is rasterized, not volume-rendered, so they can

serve as a reference. While transmittance maps generate results

close to the shadow ray solution, shadow mapping fails (Figure 15):

since the receiver planes are not volumes, they are not considered

in volume rendering, so, whenever a light ray misses the implicit

surface, the expected terminated depth will be zero (compare Eq. 34).

Shadow mapping behaves as if an object directly in front of the light

source obstructs the view. Therefore, the unobstructed parts of the

receiver plane will appear in shadow, and the obstructed parts will,

too. Since the shadow intensity in the method by Tiwary et al. [2022]

depends on the distance between the occluder and receiver some

areas in shadow appear grayish. The optimization behaves contrary

to the expectation and recreates the bright parts of the target image

using the volume (the sphere emerges) while the shadow is recreated

by generating free space. Transmittance maps handle free space

correctly by reporting constant 1 transmittance, while being about

4× faster than shadow rays – as fast as shadow mapping.

6.2.3 3D Reconstruction from Low-Density Volumes. Shadow map-

ping does not necessarily fail and has been successfully used in

differentiable volume rendering: if 𝑠 is high, the volume density

spikes at the surface, and volume rendering collapses to surface

rendering. Since 𝑠 (c.f. Eq. 38) is often optimized with the volume,

from low to high [Li et al. 2023; Wang et al. 2021], the point at which

shadow mapping becomes a good approximation depends on the

optimization schedule. This leads to an intricate balance: starting

with a very low 𝑠 induces dense gradients, which more robustly

localize the surface, independent of the initial state. However, the

inaccurate visibility approximation at earlier iterations increases

the risk of becoming stuck in suboptimal local minima.

This effect is observable in 3D reconstruction from multi-view

images (Figure 16). Shadow mapping (VSM) navigates into an unre-

coverable state by decreasing the target density until the volume

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.
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Fig. 15. Performing shadow art by using differentiable volume rendering. The shadow receiver planes are triangle meshes and a signed distance function,

defined on a grid, is optimized such that its cast shadows resemble target shadows on the planes. Methods based on shadow mapping (by Tiwary et al. [2022]

and Variance Shadow Mapping (VSM) [Donnelly and Lauritzen 2006; Worchel and Alexa 2023]), do not handle empty space because they are not volume-based.

Using a moment-based approach to approximate the transmittance function (TM-𝑛) yields results close to the shadow ray reference, with the same runtime.

dissolves and the implicit surface disappears, while transmittance

mapping obtains a reasonable reconstruction of the target shape.

The visibility gradients are substantial in this setting: with visibility

detached from the AD graph, e.g. as in nvdiffrecmc [Hasselgren

et al. 2022, Sec.3.1, Shadow Gradients], the reconstruction fails.

We also want to highlight that this optimization, in each iteration,

renders all views (each 190 × 256 pixels) using 128 samples while

maintaining a performance of one iteration per second and reason-

able memory consumption (Figure 16). Approaching this task with

shadow rays would be hopeless without stochastic ray sampling.

7 CONCLUSION

We have shown that measures can be differentiably bounded us-

ing the theory of moments by proving that the lower and upper

bounding functions arising from the truncated Hamburger moment

problem are continuously differentiable in their parameters. As a

consequence, the use of different approximate rendering techniques,

which are based on these bounds, has been justified in the differen-

tiable setting. We have shown that this contributes new approaches

to differentiable shadow mapping and differentiable volumetric visi-

bility, which are not only more principled than existing approaches

but also more accurate and equally efficient.

Limitations and Future Work. The techniques proposed for dif-

ferentiable shadow mapping and volumetric transmittance inherit

the classical limitations of shadow mapping. The approach makes

simplifying assumptions about the light sources such that area

lights or image-based lighting are not supported. Also, the qual-

ity of the approximation depends on the spatial discretization. If

the shadow/transmittance map is too coarse, small structures are

missed; one can increase the resolution, but the memory require-

ments increase as well. Adaptive shadow mapping techniques might

be applicable in this context [Fernando et al. 2001; Lefohn et al. 2007].

Numerical stability is a major challenge of moment-based bounds,

especially for higher orders, as the involved matrices become in-

creasingly ill-conditioned and robust polynomial root finding more

difficult. We have shown that implementations must be designed

around these constraints but our analysis is certainly not exhaus-

tive. For the forward direction, numerical stability has mainly been

investigated for quantization [Peters 2017; Peters and Klein 2015]

and similar exploration could be useful for the backward direction.

Lastly, we have not yet explored applications that show the

full potential of higher-order bounds: the transmittance mapping

framework can be used for differentiable order-independent trans-

parency based on the work by Münstermann et al. [2018], for which

there seems to be a demand, e.g. in the context of Gaussian splat-

ting [Hahlbohm et al. 2024; Keselman and Hebert 2023].
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Fig. 16. Multi-view 3D reconstruction with differentiable volume rendering

using approximate visibility. Shadow mapping (VSM) provides an inaccu-

rate estimate of visibility, leading to divergence of the optimization. The

principled moment-based technique (TM-3) succeeds, at slightly higher run-

time and memory consumption. When visibility gradients are detached, the

reconstruction fails (last row). Light and albedo are assumed to be known.
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Table 1. Accuracy of the implementations, measured as average over 1

Million random samples { (m𝑘 , 𝜂𝑘 ) }.

32 bits 64 bits

Δm Δm Δ 𝜕𝐵
𝜕m Δ 𝜕𝐵

𝜕𝜂

n = 1

PyTorch 1.70e-07 3.26e-16 3.54e-07 2.20e-07

C++ 1.68e-07 3.20e-16 3.54e-07 2.20e-07

2

PyTorch 1.53e-05 2.58e-14 2.27e-06 8.37e-07

C++ 3.14e-06 5.93e-15 2.27e-06 8.37e-07

3

PyTorch 7.07e-04 1.47e-12 1.90e-05 3.12e-06

C++ 2.51e-04 4.80e-13 1.90e-05 3.12e-06

4

PyTorch 1.56e-01 2.63e-10 3.46e-04 9.08e-06

C++ 3.96e-02 1.00e-10 3.46e-04 9.08e-06

5

PyTorch – 1.10e-08 5.79e-03 2.82e-05

C++ – 2.86e-09 5.79e-03 2.82e-05

A ACCURACY VERIFICATION RESULTS

Table 1 reports the results from the accuracy verification (Section 5.2,

Paragraph Accuracy Verification), which has the purpose of empiri-

cally validating the accuracy of the (custom) C++/CUDA implemen-

tation (not establishing a ranking over accuracy). From 1 Million

random samples, ones with a singular Hankel matrix or 𝜂 near a

singularity are omitted. For a positive moment vector m𝑘 and a

given 𝜂𝑘 , m𝑘 can be reconstructed from the roots and weights com-

puted by the primal procedure (assuming no biasing). Δm is the

Euclidean distance between a moment vector and its reconstruction

∥m𝑘 −
∑𝑛
𝑖=0

𝑤𝑖u(𝑥𝑖 )∥, where u(𝑥) = (1, 𝑥, 𝑥2, ..., 𝑥2𝑛)⊤ evaluates the

moment curve (c.f. Theorem 1). With larger 𝑛, the moment recon-

struction becomes less meaningful (𝑛 = 5 involves 10th power), so

we omit the measurement for 32-bit precision. Δ 𝜕𝐵
𝜕m and Δ 𝜕𝐵𝜕𝜂 are the

mean absolute error between finite differences and the computed

bound derivative w.r.t. the moments and 𝜂, respectively.

B TRANSMITTANCE AS OPACITY

Differentiable volume rendering frameworks in vision are often

designed in a way that allows simple evaluation of expressions∫ ∞

0

v
(
r(𝑡)

)
𝑇 (𝑡) 𝜎

(
r(𝑡)

)
d𝑡︸             ︷︷             ︸

𝑤
(
r(𝑡 )

) , (40)

where v : R3 → R𝑑 is some field (e.g. color or more general fea-

tures) [Li et al. 2023; Mildenhall et al. 2020; Wang et al. 2021]. The

weights are pre-computed such that the numerical integration is

1

𝑁

𝑁∑︁
𝑖=1

v𝑖𝑤𝑖 (41)

Our differentiable volume shadows based on transmittance estimates

can be trivially integrated into such frameworks, which is clear if

one defines transmittance in terms of opacity

𝑇 (𝑡) = 1 −
∫ 𝑡

0

𝑇 (𝑧) 𝜎 (r(𝑧)) d𝑧︸                    ︷︷                    ︸
opacity

(42)

As an alternative to bounding the absorbance, we bound the opacity,

which is also a non-decreasing measure. The moments can be simply

computed with the weights and the 𝑁 distance samples {𝑡𝑖 }

m =
1

𝑁

𝑁∑︁
𝑖=1

u(𝑡𝑖 )𝑤𝑖 (43)

This is equivalent to the approach by Peters et al. [2016].

C PROOFS

This section first introduces useful definitions and theorems regard-

ing orthogonal polynomials (from the literature) and then continues

with our proofs.

C.1 Orthogonal Polynomials

Proposition 15 (e.g. [Akhiezer and Kreĭn 1962, p.4]). If m =

(𝑚0, . . . ,𝑚2𝑛) is strictly positive, the polynomials of the sequence

𝑃0 (𝑥 ; m) = 1

𝑃𝑘 (𝑥 ; m) = det



𝑚0 𝑚1 . . . 𝑚𝑘
𝑚1 𝑚2 𝑚𝑘+1
.
.
.

. . .
.
.
.

𝑚𝑘−1
𝑚𝑘 . . . 𝑚

2𝑘−1

1 𝑥 . . . 𝑥𝑘


are pairwise orthogonal, i.e., 𝔖m{𝑃𝑖𝑃 𝑗 } = 0 for 𝑖 ≠ 𝑗 (c.f. Eq. (9))

under any measure 𝜇 that is a representation of the moments m.

We recall two important facts about orthogonal polynomials

(1) An orthogonal polynomial 𝑃𝑘 has exactly 𝑘 roots, all of which

are real and simple (see, e.g., [Szegő 1975, Theorem 3.3.1,

p.44]).

(2) Two different polynomials 𝑃𝑖 , 𝑃 𝑗 , 𝑖 ≠ 𝑗 do not vanish at the

same time, i.e., they have distinct roots. If 𝑖 = 𝑗 + 1 then the

roots are interlaced

𝑧1 < 𝑦1 < · · · < 𝑧 𝑗 < 𝑦 𝑗 < 𝑧𝑖 ,

where𝑦1, . . . , 𝑦 𝑗 are the roots of 𝑃 𝑗 and 𝑧1, . . . , 𝑧𝑖 are the roots

of 𝑃𝑖 [Szegő 1975, Theorem 3.3.2, p.46]

The {𝑃𝑘 } lead to the polynomial [Freud 1969, p.21]

𝜓𝑛+1 (𝑥 ;𝜂,m) = 𝑃𝑛+1 (𝑥 ; m)𝑃𝑛 (𝜂; m) − 𝑃𝑛+1 (𝜂; m)𝑃𝑛 (𝑥 ; m) . (44)

If 𝜂 is a root of 𝑃𝑛 , 𝜓𝑛+1 has degree 𝑛: 𝑃𝑛+1 cannot vanish at the

same time because it’s orthogonal to 𝑃𝑛 and 𝑃𝑛 has degree 𝑛 by

definition. If 𝜂 is not a root of 𝑃𝑛 , 𝜓𝑛+1 has degree 𝑛 + 1. In either

case, the following result holds:

Theorem 16 ([Akhiezer 1965, Theorem 1.2.2, p.10]). All roots of

𝜓𝑛+1 (𝑥 ;𝜂,m) are real and simple.

The roots of𝜓𝑛+1 are related to the roots of 𝑃𝑛 :

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.
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Theorem 17 ([Tari 2005, Theorem A.39]). If 𝜂 is not a root of 𝑃𝑛 ,

the roots 𝑥0, . . . , 𝑥𝑛 of𝜓𝑛+1 and the roots 𝑦1, . . . , 𝑦𝑛 of 𝑃𝑛 interlace

𝑥0 < 𝑦1 < 𝑥1 < · · · < 𝑥𝑛−1 < 𝑦𝑛 < 𝑥𝑛 .

and the significance of𝜓𝑛+1 is its relation to the kernel 𝐾 :

Theorem 18 (Christoffel–Darboux theorem, [Szegő 1975,

Theorem 3.2.2., p.43]). The kernel 𝐾 and𝜓𝑛+1 are related by

𝐾 (𝑥 ;𝜂,m) ∝ 𝜓𝑛+1 (𝑥 ;𝜂,m)
(𝑥 − 𝜂) .

Which yields the following characterization of the roots of 𝐾 :

Corollary 19. The kernel polynomial 𝐾 has the same roots as

𝜓𝑛+1, except for 𝜂, thus all {𝑥𝑖 } are real and simple. Either 𝜂 is not a

root of 𝑃𝑛 , then 𝜓𝑛+1 has 𝑛 + 1 real and simple roots which are the

points 𝑥1, . . . , 𝑥𝑛 and 𝜂. Or 𝜂 is a root of 𝑃𝑛 , then𝜓𝑛+1 has the root 𝜂

and 𝑛 − 1 other roots 𝑥1, . . . , 𝑥𝑛−1.

C.2 Intermediate Statements

For the main results, some properties regarding differentiability are

required. These are proven here.

Lemma 20. The Hankel matrix H is continuously differentiable in

the moments and, if the moments are strictly positive, its inverse H−1

is also continuously differentiable.

Proof. The moments are the entries of the Hankel matrix, so the

first claim is trivially true. For the second claim, we have H−1 =
1

det(H) adj(H). The entries of the adjugate adj(H) and the determi-

nant det(H) are polynomials in the entries of H. By Theorem 4 from

strict positivity follows det(H) > 0, so the second claim holds. □

The orthogonal polynomials depend smoothly on the moments:

Lemma 21. The coefficients of the orthogonal polynomials 𝑃𝑘 (𝑥 ; m)
are infinitely differentiable in the moments m.

Proof. Expanding along the last row of the determinant form

given in Definition 15, we get

𝑃𝑘 (𝑥 ; m) =
𝑛∑︁
𝑗=0

(−1)𝑘+𝑗𝑥 𝑗 det(M𝑘,𝑗 ), (45)

where det(M𝑘,𝑗 ) is the (𝑘, 𝑗) minor of the original matrix. The result

is the canonical form of the orthogonal polynomial 𝑃𝑘 with its

coefficients being the determinants of matrices M𝑘,𝑗 formed from

the set of moments. Since the determinant is a polynomial of the

matrix coefficients, the minors are infinitely differentiable in the

moments and so is 𝑃𝑘 . □

It is well known that, if the roots of a polynomial are real and

simple, they are continuously differentiable functions of the coeffi-

cients. For orthogonal polynomials, the roots are real and simple,

which gives the following result:

Corollary 22. The𝑛 roots of the orthogonal polynomials 𝑃𝑘 (𝑥 ; m)
are continuously differentiable functions in the moments.

These observations extend to the roots of𝜓𝑛+1:

Lemma 23. If 𝑃𝑛 (𝜂; m) ≠ 0, the 𝑛 + 1 roots of 𝜓𝑛+1 (𝑥 ;𝜂,m) are
continuously differentiable functions in 𝜂 and m. If 𝑃𝑛 (𝜂; m) = 0, the

𝑛 roots of𝜓𝑛+1 (𝑥 ;𝜂,m) are continuously differentiable in 𝜂 and m.

Proof. Recall that 𝜓𝑛+1 (𝑥 ;𝜂) = 𝑃𝑛+1 (𝑥)𝑃𝑛 (𝜂) − 𝑃𝑛+1 (𝜂)𝑃𝑛 (𝑥)
(Eq. 44). Lemma 21 states that 𝑃𝑛 and 𝑃𝑛+1 are infinitely differ-

entiable in 𝜂 and m, and consequently, so are the coefficients of

𝜓𝑛+1. Therefore all real and simple roots of𝜓𝑛+1 are continuously
differentiable in 𝜂 and m. □

C.3 Proof of Theorem 5

Proof. Without loss of generality, we consider the lower bound

𝐿(𝜂; m). Choose any point (𝜂0,m0) ∈ Ω. According to Theorem 2,

a unique canonical representation exists with points {𝑥𝑖 (𝜂0; m0)}
and 𝜂0 where the points can be ordered accordingly

𝑥0 < · · · < 𝑥𝑘−1
< 𝑥𝑘 (= 𝜂0) < 𝑥𝑘+1 < · · · < 𝑥𝑛 . (46)

Take another point (𝜂1,m1) ∈ Ω in the domain. Without loss of

generality, assume that at (𝜂1,m1) more of the {𝑥𝑖 } are larger than
𝜂1, i.e., the number of terms in 𝐿(𝜂0; m0) is greater than in 𝐿(𝜂1; m1).

The moments m0 and m1 are in the convex cone of the moment

curve and 𝜂0 and 𝜂1 are in R, so the points can be connected with

an arbitrary, continuously differentiable curve

𝜸 (𝜏) =
(
𝜂 (𝜏),m(𝜏)

)
∈ R × R2𝑛+1, (47)

with 𝜸 (0) = (𝜂0,m0) and 𝜸 (1) = (𝜂1,m1).
Let us assume the opposite of the claim: for all 𝜏 ∈ (0, 1) the curve

is part of the domain, i.e., 𝜸 (𝜏) ∈ Ω, so that at no point is 𝜂 (𝜏) a
root of 𝑃𝑛 and the moments m(𝜏) are strictly positive.

The polynomial𝜓𝑛+1
(
𝑥 ;𝜂 (𝜏),m(𝜏)

)
, therefore, has 𝑛 + 1 real and

simple roots along the curve, which are, according to Corollary 19,

the 𝑥0, . . . , 𝑥𝑛 , including 𝜂. The order of roots at (𝜂0,m0) identifies
each root uniquely and we can define a function

𝑔𝑖 (𝜏) = 𝑥𝑖
(
𝜂 (𝜏); m(𝜏)

)
− 𝜂 (𝜏), (48)

which indicates if root 𝑥𝑖 is greater or smaller than 𝜂. According to

Lemma 23, the roots are continuously differentiable functions for

𝜏 ∈ [0, 1] and so are the functions 𝑔𝑖 .

The number of points greater than 𝜂 is larger at 𝜂1 than at 𝜂0, so

there is at least one 𝑥 𝑗 ≠ 𝜂0 such that

𝑔 𝑗 (0) < 0 and 𝑔 𝑗 (1) > 0, (49)

i.e., 𝑥 𝑗 “switches” places with 𝜂 on the path. Since 𝜸 is continuous

and 𝑔𝑖 is continuous, according to the intermediate value theorem,

there exists one 𝜏 ′ ∈ (0, 1) where

𝑔 𝑗
(
𝜏 ′
)
= 0, (50)

which however is a contradiction because along the curve the 𝑛 + 1

roots of𝜓𝑛+1 are real and simple. Therefore, at some point along 𝜸 ,
either the sequence of moments m(𝜏) is not strictly positive or 𝜂 (𝜏)
is a root of 𝑃𝑛

(
𝑥 ; m(𝜏)

)
. □

C.4 Proof of Theorem 7

Proof. Recall that, according to Equation 17, the weights are

𝑤𝑖 =
1

x⊤
𝑖

H−1x𝑖
.
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The vectors x𝑖 consist of monomials in the roots 𝑥𝑖 (Equation 14) and

the roots are continuously differentiable (Lemma 23). H−1
is contin-

uously differentiable (Lemma 20). Since m is strictly positive, H is

positive definite and the denominator is > 0. The claim now follows

from the properties of function composition and differentiability of

matrix multiplication. □

C.5 Proof of Theorem 9

Proof. Without loss of generality, assume (𝜂0,m0) ∈ Ω such

that 𝑥 𝑗 (= 𝜂0) > 𝑥0 approaches 𝑦 𝑗 , as the other case can be treated

equally. The roots {𝑥𝑖 (𝜂,m)}𝑛𝑖=0
of the polynomial 𝜓𝑛+1 (Corol-

lary 19) and the roots {𝑦𝑖 (m)}𝑛𝑖=1
of the polynomial 𝑃𝑛 strictly

interlace at (𝜂0,m0) (Theorem 17).

Let (𝜂1,m1) ∈ Λ be a point on the singularity, such that 𝑃𝑛 (𝜂1,m1) =
0. The roots of 𝑃𝑛 are continuously differentiable functions in (𝜂,m)
(Lemma 23), so the order established at (𝜂0,m0) is maintained along

a continuously differentiable path from (𝜂0,m0) to (𝜂1,m1). Each
𝑦 𝑗 can be uniquely identified from which follows that 𝑦 𝑗 (m0) <
𝑥 𝑗 (𝜂0,m0) (= 𝜂0) < 𝑦 𝑗+1 (m0) and 𝑦 𝑗 (m1) = 𝜂1.

At (𝜂1,m1) ∈ Λ, the roots of 𝜓𝑛+1 are the 𝑛 roots of 𝑃𝑛 (see

Eq. (44)). The roots of𝜓𝑛+1 are continuously differentiable functions
of 𝜂 and m (Lemma 23), and in particular they are at (𝜂1,m1). There-
fore, if the path is reversed, it is a continuously differentiable path

from the roots of 𝑃𝑛 (m1) to 𝑛 of the roots of𝜓𝑛+1 (𝑥 ;𝜂0,m0).
By construction, 𝑥 𝑗 (= 𝜂0) follows a continuously differentiable

path to 𝑦 𝑗 (= 𝜂1), so its reverse is a continuously differentiable path

from 𝑦 𝑗 to 𝑥 𝑗 . If 𝑦 𝑗+1 exists, it must correspond to the root 𝑥 𝑗+1: it
cannot correspond to any root ≤ 𝑥 𝑗 as the roots of𝜓𝑛+1 are simple

on the path (Lemma 16) and it cannot correspond to any root ≥ 𝑥 𝑗+2
because the 𝑥𝑖 and 𝑦𝑖 strictly interlace on the path and there is

𝑥 𝑗+1 < 𝑦 𝑗+2 < 𝑥 𝑗+2. A similar argument holds for 𝑦 𝑗−1 if it exists.

This establishes an order such that every 𝑦 𝑗 at (𝜂1,m1) corresponds
to 𝑥 𝑗 at (𝜂0,m0).
Therefore, the only root without a corresponding 𝑦 at (𝜂1,m1)

is 𝑥0.𝜓𝑛+1 is a degree 𝑛 + 1 polynomial that is reduced to a degree

𝑛 polynomial on a continuously differentiable path from (𝜂0,m0)
to (𝜂1,m1), so its leading coefficient 𝑎𝑛+1 is taken to zero on the

path. As 𝑎𝑛+1 vanishes, the roots 𝑥1 < · · · < 𝑥𝑛 remain finite, and

therefore the root 𝑥0 is unbounded and must go to −∞. □

C.6 Proof of Lemma 12

Proof. Recall the definition of the weights𝑤𝑘 = 1

x⊤
𝑘

H−1x𝑘
. Since

the moment-generating measures are finite, the moments are finite,

and therefore, there is an upper bound on the eigenvalues of H.

Consequently, there is a lower bound on the eigenvalues of H−1
. H

is positive-definite for strictly positive moments (Theorem 4) and

so is H−1
. As 𝑥𝑘 → ±∞, the norm grows ∥x𝑘 ∥2 →∞, from which

follows that x⊤
𝑘

H−1x𝑘 →∞ and𝑤𝑘 → 0. □

C.7 Proof of Lemma 13

Proof. We first prove the case for the derivative
𝜕𝑤𝑘

𝜕𝜂 , which by

the chain rule is

𝜕𝑤𝑘

𝜕𝜂
=
𝜕𝑤𝑘

𝜕x𝑘

𝜕x𝑘
𝜕𝑥𝑘

𝜕𝑥𝑘

𝜕𝜂
, (51)

since H−1
is independent of 𝜂. The point 𝑥𝑘 is a root of the kernel

polynomial 𝐾 , which is explicitly given as (Eq. (16))

𝐾 (𝑥) = x⊤H−1𝜼. (52)

The implicit function theorem relates 𝜂 to the root

𝜕𝑥𝑘

𝜕𝜂
= −

x⊤
𝑘

H−1 𝜕𝜼
𝜕𝜂

𝜼⊤H−1
𝜕x𝑘
𝜕𝑥𝑘

. (53)

The other factor can be directly expressed using Eq. (17)

𝜕𝑤𝑘

𝜕x𝑘
= −2

x⊤
𝑘

H−1(
x⊤
𝑘

H−1x𝑘
)
2
. (54)

The complete derivative therefore is

𝜕𝑤𝑘

𝜕𝜂
= 2

x⊤
𝑘

H−1 𝜕x𝑘
𝜕𝑥𝑘

x⊤
𝑘

H−1 𝜕𝜼
𝜕𝜂(

x⊤
𝑘

H−1x𝑘
)
2𝜼⊤H−1

𝜕x𝑘
𝜕𝑥𝑘

(55)

The derivative is a rational function in 𝑥𝑘 and the limit is de-

termined through the (ratio of) degrees of the numerator and the

denominator. We assume full degree in the numerator (3𝑛 − 1).

Notice that the point (𝜂,m) is bounded and finite, and conse-

quently so areH−1
,𝜼, and

𝜕𝜼
𝜕𝜂 . The quadratic part in the denominator

is positive because the eigenvalues of H−1
are bounded from below

(m is strictly positive) and the quadratic part necessarily has full

degree (4𝑛) because its leading coefficient is the leading coefficient

of full-degree 𝑃𝑛 (the last row/column of H−1
are the coefficients of

𝑃𝑛 [Tari 2005, Lemma A.26]). The second part of the denominator,

𝐾 ′ (𝑥𝑘 ) = 𝜼⊤H−1 𝜕x𝑘
𝜕𝑥𝑘

, is the derivative of the kernel at its root 𝑥𝑘 .

The kernel roots are real and simple inside Ω, so the derivative is
non-zero in the domain. At a singularity, the kernel has degree 𝑛− 1

and the derivative reduces to degree 𝑛 − 2, with non-zero coeffi-

cient 𝑐𝑛−1 (Corollary 19). For the case 𝑛 = 1, the derivative is the

vanishing coefficient 𝑐1, which can be reparameterized in the root

as 𝑐1 = − 𝑐0

𝑥𝑘
. Since H−1

has full rank and

[
𝑐0 𝑐1

]
= 𝜼⊤H−1

, the

coefficient 𝑐0 cannot vanish at the same time as 𝑐1. The denominator

therefore has minimal degree 5𝑛 − 2.

We bound the derivative from above, assuming full degree in the

numerator and minimal degree in the denominator:���� 𝜕𝑤𝑘𝜕𝜂 ���� ≤ 𝑐 �����𝑥3𝑛−1

𝑘

𝑥5𝑛−2

𝑘

����� , 𝑐 > 0. (56)

The upper bound goes to 0 as 𝑥𝑘 → ±∞ and so does
𝜕𝑤𝑘

𝜕𝜂 . □

Proof. We continue with the derivative
𝜕𝑤𝑘

𝜕m , and consider only

a single moment𝑚𝑖 (0 ≤ 𝑖 ≤ 2𝑛) without loss of generality. By the

chain rule the derivative is

𝜕𝑤𝑘

𝜕𝑚𝑖
=

〈
𝜕𝑤𝑘

𝜕H−1
,
𝜕H−1

𝜕𝑚𝑖

〉
+ 𝜕𝑤𝑘
𝜕x𝑘

𝜕x𝑘
𝜕𝑥𝑘

𝜕𝑥𝑘

𝜕𝑚𝑖
, (57)

where ⟨A,B⟩ denotes the sum of the element-wise matrix product.

Using the implicit function theorem for the kernel, we get

𝜕𝑥𝑘

𝜕𝑚𝑖
= −

〈
x𝑘𝜼⊤

𝜼⊤H−1
𝜕x𝑘
𝜕𝑥𝑘

,
𝜕H−1

𝜕𝑚𝑖

〉
(58)
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and from Eq. 17 we also have

𝜕𝑤𝑘

𝜕H−1
= −

x𝑘x⊤
𝑘(

x⊤
𝑘

H−1x𝑘
)
2
, (59)

which yields the full derivative

𝜕𝑤𝑘

𝜕𝑚𝑖
=

〈
−

x𝑘x⊤
𝑘(

x⊤
𝑘

H−1x𝑘
)
2
+ 2

x⊤
𝑘

H−1 𝜕x𝑘
𝜕𝑥𝑘

x𝑘𝜼⊤(
x⊤
𝑘

H−1x𝑘
)
2𝜼⊤H−1

𝜕x𝑘
𝜕𝑥𝑘︸                                                    ︷︷                                                    ︸

A

,
𝜕H−1

𝜕𝑚𝑖

〉
.

(60)

The second argument,
𝜕H−1

𝜕𝑚𝑖
, remains finite and the result is a linear

combination of the entries of the matrix A ∈ R(𝑛+1)×(𝑛+1) . So, we
now study the entries of the matrix A and their limit behavior.

Expanding the terms to the same denominator gives

A =
−x𝑘x⊤

𝑘
𝜼⊤H−1 𝜕x𝑘

𝜕𝑥𝑘
+ 2x⊤

𝑘
H−1 𝜕x𝑘

𝜕𝑥𝑘
x𝑘𝜼⊤(

x⊤
𝑘

H−1x𝑘
)
2𝜼⊤H−1

𝜕x𝑘
𝜕𝑥𝑘

. (61)

Each entry 𝐴𝑖, 𝑗 of the matrix A = {𝐴𝑖, 𝑗 }𝑛
0
is a rational function in

𝑥𝑘 , with the same denominator as
𝜕𝑤𝑘

𝜕𝜂 (minimal degree 5𝑛− 2). The

entry 𝐴𝑛,𝑛 maximizes the degree of the numerator, so, in the limit,

it gives an upper bound on all other entries. By assuming full degree

in the numerator and minimal degree in the denominator, we get

an upper bound on 𝐴𝑛,𝑛 :��𝐴𝑛,𝑛 �� ≤ 𝑐 �����𝑥3𝑛−1

𝑘

𝑥5𝑛−2

𝑘

����� , 𝑐 > 0. (62)

The upper bound goes to 0 as 𝑥𝑘 → ±∞ and so does
𝜕𝑤𝑘

𝜕𝑚𝑖
. □
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